Can a Pairwise Contact Potential Stabilize Native Protein Folds Against Decoys Obtained by Threading?
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ABSTRACT We present a method to derive contact energy parameters from large sets of proteins. The basic requirement on which our method is based is that for each protein in the database the native contact map has lower energy than all its decoy conformations that are obtained by threading. Only when this condition is satisfied one can use the proposed energy function for fold identification. Such a set of parameters can be found (by perceptron learning) if \( M_p \), the number of proteins in the database, is not too large. Other aspects that influence the existence of such a solution are the exact definition of contact and the value of the critical distance \( R_c \), below which two residues are considered to be in contact. Another important novel feature of our approach is its ability to determine whether an energy function of some suitable proposed form can or cannot be parameterized in a way that satisfies our basic requirement. As a demonstration of this, we determine the region in the \((R_c, M_p)\) plane in which the problem is solvable, i.e., we can find a set of contact parameters that stabilize simultaneously all the native conformations. We show that for large enough databases the contact approximation to the energy cannot stabilize all the native folds even against the decoys obtained by gapless threading. Proteins 2000;38:134–148.
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INTRODUCTION

Any numerical approach to protein folding involves three main choices: (a) the representation of protein structure; (b) an energy function for a sequence on a given structure; or (c) the set of alternative structures among which the native fold is selected. The underlying assumption is that there exists some energy function, from which the native fold can be derived by minimization.1

A conceptually straightforward way to implement this assumption to approaching the native fold is to solve, by Molecular Dynamics, Newton’s equations of motion for a detailed atomistic model of a protein in solution. Although considerable advances have been made along this direction,2–4 carrying out all the way till folding lies beyond the capacities of present day computers. This indicates that perhaps one needs a more coarse-grained representation of a protein and its structure. In such representations amino acids are represented by one or a few interacting centers, from whose positions the energy of the protein is calculated.5–12 The representation of protein structure that we decided to use13 is that of contact maps.14–17 Using this representation has numerous additional computational advantages18 that are discussed in the following.

The energy function to be used is dictated by the choice of the representation of the structure. Nevertheless, there is still considerable freedom to choose one of a multitude of possible potentials and for each choice one has to select the parameters to be used. There are two main methods to derive energy parameters. The first method is to relate them to observed amino acid pairing frequencies. The idea was first introduced by Tanaka and Scheraga19 and successively developed by Miyazawa and Jernigan.7 A number of excellent papers have been published to review the many applications of this method20–22 and to investigate its limitations.23–27 Recently, Goldstein et al.28 and Maiorov and Crippen29 pioneered a new method in which energy parameters are optimized by the condition of stability of the native state. Maiorov and Crippen required that the observed native structures should have the lowest energy among a set of decoys obtained by threading. Our approach30 and the present work is an extension of theirs; the differences in scope, method, and conclusions are explained below. Goldstein et al. maximized the ratio \( R \) between the width of the distribution of the energy and the average energy difference between the native state and the unfolded ones. Such an approach was developed also by other groups.31–33 Hao and Scheraga31 introduced the idea of optimizing energy parameters by an iterative procedure that uses at each epoch the current energy parameters to generate a new ensemble of alternative conformations. Mirny and Shakhnovich32 followed the lesson learned from protein design34 where a stable sequence of amino acids with a target fold is obtained by minimizing the Z score as a function of the sequence. They expressed the Z score as a function of the energy parameters that were then derived by optimization.

Having decided which representation and which energy function to use, the remaining step is to define the search...
problem for the native state, namely, how to generate alternative conformations. There are two main procedures to generate alternative conformations: by threading and by energy minimization. In threading\textsuperscript{25–37} the native fold of a given sequence is searched in a library of known structures. Gapless threading, which will be used in this work, is a standard tool in deriving and testing energy parameters.\textsuperscript{23,26,29,38–41} This straightforward procedure uses the contact map representation. Once the contact maps of the proteins in the database are obtained, we generate decoys for a given sequence of length \( N \) from the structures of proteins of lengths \( N' (>N) \) by selecting submaps of size \( N \times N \) along the main diagonal of the contact map of the longer protein. The second way to build decoys is to use Molecular Dynamics simulations starting from the crystallographic structures\textsuperscript{42,43} or by extensive Monte Carlo simulations of chains either on lattice\textsuperscript{32,31,44} or off lattice.\textsuperscript{41,45–47} More recently, decoys were produced by performing moves in the space of contact maps.\textsuperscript{18}

The representation of the structure, the selection procedure, and the energy function are inter-connected. The aim of this work is to identify the roles played by each one of these choices in the successes and failures of the particular approach we decided to use.

Similarly to Maiorov and Crippen,\textsuperscript{29} we formulate a basic requirement for a protein-folding potential and use it to derive energy parameters. The basic requirement expresses the condition that the energy should attain its lowest value at the true native map. The basic requirement can be stated by posing the following question: Is it possible to choose energy parameters so that for all the proteins in the database the native states have the lowest energy among all possible decoys? In this study we adopt the pairwise contact energy approximation and discuss how the answer to the above question depends on the following issues:

1. The definition of contact.
2. The assignment of the contact length \( R_c \).
3. The number \( M_p \) of proteins in the database.

Other authors\textsuperscript{25,31,32} recently pointed out the deficiency of the pairwise contact approximation. Mirny and Shakhnovich\textsuperscript{29} argued that it is unlikely that any choice of parameters could stabilize simultaneously all the proteins in a large database. Their conclusion was based on the observation that their optimization procedure did not yield a low enough value for the \( Z \) score averaged over all the proteins. Hao and Scheraga\textsuperscript{31} optimized an extended set of energy parameters including pairwise contact interaction to fold one particular protein (crambin); although their optimization procedure was able to produce energy parameters that were good enough to fold crambin within 2 Å from the experimental structure, they were unable to lower the energy of the native state below the continuous density of non-native states. Park and Levitt\textsuperscript{25} tested several choices of parameters defined for some simple energy functions, including the pairwise contact approximation. They were also unable to assign the lowest energy to native states in a gapless threading experiment. This conclusion is somewhat in disagreement with the commonly held belief that gapless threading is a poor challenge for empirical energy functions.\textsuperscript{23}

Our study proves that there is no possible choice of the 210 pairwise contact energy parameters that can solve the general problem of gapless threading. That is, for a large enough value of \( M_p \), the basic requirement cannot be met simultaneously by all the proteins in the database. We also show that one can be misled to the opposite conclusions by considering a small database, for a specific definition of contact and for particular values of \( R_c \). This is for example the case of the work of Maiorov and Crippen,\textsuperscript{29} who even though they used a different, more elaborate definition of contact, found that it was possible to stabilize simultaneously the native folds of a database of 69 proteins. Even though they used a different, more elaborate definition of contact, which makes direct comparison with our work difficult, we believe that if they had enlarged sufficiently their database, they also would have found that stabilizing all native folds is an impossible task. On the other hand, Mirny and Shakhnovich based their negative conclusions on the fact that a particular set of pairwise contact energy parameters, which was the outcome of their optimization procedure, failed to stabilize the native structures. Our work proves that for any choice of such energy parameters there are violations of the stability of some native structures.

**RESULTS**

**Representation of Protein Structure**

In our work we use the contact map representation\textsuperscript{13–17,48} of protein structure. The contact map of a protein with \( N \) residues is an \( N \times N \) matrix \( S \), whose elements are defined as

\[
S_{ij} = \begin{cases} 
1 & \text{if residues } i \text{ and } j \text{ are in contact.} \\
0 & \text{otherwise.} 
\end{cases}
\]  

(1)

Given all the inter-residue contacts or even a subset of them, it is possible to reconstruct a protein’s structure, by means of either distance geometry,\textsuperscript{49} Molecular Dynamics,\textsuperscript{50} or Monte Carlo.\textsuperscript{17}

One can define contact between two residues in different ways. One of the main purposes of this work is to analyze in detail the consequences of this choice. In particular we will analyze two cases:

- Two amino acids are considered in contact when their \( C_a \) atoms are closer than some threshold \( R_c \).\textsuperscript{17,50} We refer to this convention as the \( C_a \) definition.
- Two amino acids are in contact when any two heavy atoms (all except hydrogen ones) that belong to the two residues\textsuperscript{13,44} are at a the distance lower than \( R_c \) (all atoms definition).

These two definitions are, in some sense, at the opposite extremes in a scale of detail in the description of the amino
acids in terms of atomic coordinates. At an intermediate level we briefly discuss other possible definitions:

- A contact is assumed when any two $C$ atoms of the two amino acids are closer than $R_c$ (all $C$ definition).
- Two amino acids are in contact when either the $C_n$ or the $C_{\beta}$ atom of the first amino acid is closer than $R_c$ to the $C_n$ or the $C_{\beta}$ atom of the second ($C_{\beta}$ definition).
- For each amino acid, two atoms are selected, the $C_n$ and the heavy atom that is the most distant from the $C_n$. A contact is assumed when any pair of these atoms (one from each amino acid) is closer than $R_c$ (distant atom definition).

For all these choices one has to specify $R_c$ and to study how the results depend on $R_c$ and on the number $M_p$ of proteins in the database.

**Generation of the Decoys**

The number of decoys that can be generated by gapless threading is limited by $M_p$, the number of proteins in the database and by their lengths $N_i$, ($i = 1, \ldots, M_p$). Say we have protein $i$ of length $N_i$ and protein $j$ of length $N_j > N_i$. The total number of conformations that can be generated by threading the sequence of protein $i$ onto the structure of protein $j$ is $N_j - N_i + 1$. Therefore, having ordered the proteins by increasing length, the total number $P$ of decoys that can be generated is given by

$$P = \sum_{i \leq j} \left( N_j - N_i + 1 \right)$$

where $N_i$ and $N_j$ are the numbers of amino acids of proteins $i$ and $j$. One should be aware that the decoys generated by gapless threading are not guaranteed to be physical. This observation is true in general and is not limited to the contact map representation, using any of the definitions of contact given above. Because of the different sizes of the amino acids, a given sequence cannot in general be squeezed onto the structure assumed by another sequence. This problem could in principle be solved by allowing for local structural rearrangements for each decoy.

In this study, we selected five sets of protein structures from the Protein Data Bank (PDB).\textsuperscript{51} The PDB is an archive of experimentally derived structures of proteins. To date, 8,295 coordinate entries are deposited. It is known that the information contained in the entire PDB is redundant and some are incorrect. Routine methods are available to select subsets of nonhomologous proteins whose experimental structures are determined reliably.\textsuperscript{52–54} In Materials and Methods, we describe in detail the sets of proteins that we have used.

**Pairwise Contact Energy Function**

Consider a protein of sequence $A = (a_1, a_2, \ldots, a_N)$, where $a_i$ identifies the amino acid species at position $i$ along the chain. Denote by $\mathcal{S}$ a microstate of the system, specified by the coordinates of all the atoms of the proteins and of the water molecules of the solvent. Because many microscopic conformations share the same contact map $\mathcal{S}$, it is appropriate to define a free energy $\mathcal{H}(A, \mathcal{S})$ associated with this sequence and map:

$$\text{Prob}(\mathcal{S}) \propto e^{-\mathcal{H}(A, \mathcal{S})} = \sum_{\mathcal{C}} e^{-E(\mathcal{V}, \mathcal{S})} \Delta(\mathcal{C}, \mathcal{S})$$

where $\Delta(\mathcal{C}, \mathcal{S}) = 1$ if $\mathcal{S}$ is consistent with $\mathcal{C}$ and $\Delta = 0$ otherwise, i.e., $\Delta$ is a "projection operator" that ensures that only those configurations whose contact map is $\mathcal{S}$ contribute to the sum (Eq. 3). For real proteins $E(\mathcal{V})$ is the unknown "true" microscopic energy.

Because it is impossible to evaluate this exact definition of the free energy of a map, we resort to a phenomenological approach, guessing the form of $\mathcal{H}(A, \mathcal{S})$ that would have been obtained had the sum (Eq. 3) been carried out. The simplest approximation to the true free energy is the pairwise contact approximation

$$E_{pair}(A, \mathcal{S}, w) = \sum_{i < j} S_{ij} w(a_i, a_j)$$

where $w(a_i, a_j)$ are energy parameters that represent the energy gain when a pair of amino acids is in contact.

It is important to further clarify the meaning of $E_{pair}$. The approximation $E_{pair}$ to the true free energy $\mathcal{H}(A, \mathcal{S})$ is not the function used by nature to fold proteins. We speak of $w(a_i, a_j)$ as “pairwise contact energies” for short, their meaning being explained in the discussion above. It should not be forgotten that this is only a possibly useful approximation; as a matter of fact, we shall prove in this work, for several different definitions of contact and for decoys obtained by gapless threading, that there is no set $w$ that can be used to assign the lowest energy to the native states of all the proteins of a dataset, provided the number of its members, $M_p$, is large enough.

Using Equation (4) the basic requirement can be cast in the form

$$E_{pair}(A, \mathcal{S}, w) < E_{pair}(A, \mathcal{S}_m, w)$$

where $\mu = 1, \ldots, P$ runs over the entire ensemble of decoys. We ask whether it is possible to choose $w$ in such a way, that the native contact map of every protein in the database has lower energy than all corresponding decoys. In this case we say that the problem is learnable. We found that if the number of proteins in the data set used for threading is large enough, the answer is negative, and the problem is unlearnable. We obtained this result by using perceptron learning (see Materials and Methods) to derive the energy parameters or to prove that they do not exist (for large $M_p$). We note that other techniques, such as linear programming\textsuperscript{55} and in particular the simplex method\textsuperscript{56} are in principle available to solve this problem (see also the method used by van Mourik and coworkers\textsuperscript{57}).

**Learning With the All Atoms Definition**

The region of learnability

In this section we discuss the dependence of learnability on $M_p$ and $R_c$. For each definition of contact that we
considered we found two “phases.” There is a region in the \((R_c, M_p)\) in which the problem is learnable; that is, there is a set \(w\) of pairwise contact energy parameters that stabilize simultaneously all the native maps in the set. On the other hand, outside this region (e.g., for fixed \(R_c\) and large enough \(M_p\)) the problem is unlearnable, and no set \(w\) exists.

Without doing any calculation, we can predict a few general features of the \((R_c, M_p)\) phase diagram. Having set a definition of contact (e.g., the all atoms one), one can plot the distribution of distances between amino acid pairs. Choosing \(R_c\) smaller than the smallest observed distance would result in contact maps with no contacts, independently of the conformation. No set of energy parameters can then discriminate the native map from the decoys. Similarly, choosing \(R_c\) larger than the largest observed distance would result in contact maps with all the entries set to 1. In this case again no discrimination is possible. Thus, we expect to find a window of learnability in \(R_c\). It is also reasonable to expect that such a window will shrink with increasing \(M_p\). The problem is thus reduced to investigate whether such window remains open for an arbitrary large value of \(M_p\), or it closes for \(M_p\) large enough.

The boundaries of the region of learnability must be interpreted in a probabilistic sense. At given \(M_p\) and \(R_c\), learnability depends on the particular choice of the proteins in the database. In principle one should define \(P(R_c, M_p)\), the probability for a randomly extracted set to be learnable at \((R_c, M_p)\). The boundary is then defined by \(P(R_c, M_p) = \text{const.}\). In the present study, we chose not to give a precise numerical estimation of \(P(R_c, M_p)\), which would require many extractions of sets of \(M_p\) proteins from the PDB and would be numerically intensive. We are interested in establishing the existence of the boundary rather than in its precise determination. Hence, we will show that it is possible to find unlearnable data sets when their size is large enough.

The approximate boundaries of the region of learnability are shown in Figure 1. The windows of learnability shrink to zero for \(M_p\) above 270. The precise value of the limit of learnability depends on the particular choice of proteins, and the fluctuations in \(M_p\) are of the order of a few tens of proteins. Such fluctuations are larger than expected; they are due to a few proteins that are markedly more difficult to learn than others, and their inclusion in the data set lowers the chances of learnability. For example, 1vdFA and 1gotG are two such “hard-to-learn” proteins. 1vdFA is a chain of 46 amino acids that forms a single \(\alpha\) helix; 1gotG is a chain formed by 2 \(\alpha\) helices hinging at 90°. One might expect that proteins that are not stable without a cofactor or a ligand and perhaps proteins whose structure is derived by nuclear magnetic resonance (NMR) could be more difficult to learn. This interesting issue deserves further study. The answer, however, is not crucial to the present discussion where we are interested in establishing whether the pairwise contact approximation is suitable to stabilize a generic set of proteins against decoys obtained by threading.

Each point shown in Figure 1 is derived from a few (1–3) randomly generated sets of \(M_p\) proteins in each. A full circle indicates that all the sets considered were learnable; open circles signal that at least one set was unlearnable. The largest fluctuations are found for small \(M_p\) at the right boundary. For example, for different sets with \(M_p = 20\) we found that the maximal \(R_c\) of learnability varies between 28 Å and 31 Å.

SET\(_{350}\) is unlearnable at \(R_c = 4.5\) Å. Even removing the 5 proteins that alone are responsible for 86,599 of the total of 125,345 misclassified examples, the problem remains unlearnable. A subset of 250 proteins randomly chosen from SET\(_{456}\) is learnable at \(R_c = 5.5\) Å, but not at \(R_c = 4.5\) and at \(R_c = 6.5\) Å. A subset of 221 proteins randomly chosen from SET\(_{456}\) is learnable at \(R_c = 4.5\) Å.

Correlations between solutions at different \(M_p\) and \(R_c\) ranged from 0.22 (for a solution at \(R_c = 7.5\) Å and \(M_p = 200\) with a solution at \(R_c = 4.5\) Å and \(M_p = 154\)) to 0.94, which is the typical correlation between two solutions of maximal stability at \(R_c = 4.5\) Å and \(M_p > 150\).

These findings indicate that with the all atoms definition of contact and the physically motivated choice of \(R_c\) it is possible to stabilize simultaneously, with high probability, about 200 randomly selected nonhomologous proteins against decoys generated by gapless threading.

**Comparison with other potentials**

In the “learnable” phase sets of contact potentials that satisfy the basic requirement do exist; our procedure terminates when such a solution is found. We turn now to compare these solutions with contact potentials that were obtained previously by using other methods.

When the problem is solvable, perceptron learning will yield one of a family of solutions (depending on the initial guess, the order in which the examples are presented, etc). Therefore, we first have to decide which of these solutions...
and deletions are always present, and a gapless sequence-structure alignment is unsuitable. In a recent work, Mirny and Shakhnovich showed that a subtle problem undermines threading as a method to perform protein fold predictions. In protein folding one needs an energy function that should single out the native state among all possible folds. In threading one searches for an approximate native-like fold in a library of folds, and the energy function should discriminate between such an approximate fold and the ensemble of decoys. Mirny and Shakhnovich gave evidence that optimizing an energy function for threading is more difficult than for protein folding, because the energy gap above the true native state is larger than the energy gap above the approximate guess for the native state, which is the result obtained by threading. In the present study we proved that by using the pairwise contact approximation and decoys obtained from gapless threading it is not possible to create an energy gap above the native state for all the proteins in a database. In other words, at least for the cases presented in this work, the pairwise contact energy approximation is not suited to unmissingly single out the native state of a protein among decoys obtained by threading. The chances to use such energy to identify an approximate fold are argued to be lower, and our failure on the benchmark is consistent with such expectations.

Learning With Other Definitions of Contacts

In this section we investigate the effect of changing the definition of contact on the conclusion about learnability of a given set of proteins. We found that using the $C_a$ definition $S_{154}$ is unlearnable.

Which is then the maximal number of proteins of $S_{154}$ that can be stabilized together by using the $C_a$ definition? By eliminating the 13 “worst” proteins that are responsible for 69,227 of the 78,866 misclassified examples, we obtained a subset of 141 proteins in $S_{154}$ that is learnable in the narrow window $11 < R_c < 12$. Next, we selected a subset of 123 proteins by eliminating the 28 worst proteins (that are responsible for 78,147 misclassified examples) and the 3 ones that are shorter than 46. In this case the window of learnability became larger—it extended to $7.5 < R_c < 15$.

The region of learnability in the $(R_c, M_n)$ plane is shown in Figure 2. Although the upper part of the boundary was
not derived by random selection of proteins (as explained above), we can argue that a random selection of \( M_p \) nonhomologous proteins has a good chance to be learnable if \( M_p \approx 100 \).

We now compare the \( C_a \) and the all atoms definitions of contact. We consider the extension of the region of learnability and the performance in fold self-recognition experiments. The region of learnability of the \( C_a \) definition is smaller than the one of the all atoms definition. To perform a comparison between the self-recognition performances of the two definitions, we optimized two potentials on the same training set and tested them on the same test set. We took a learnable subset of 123 proteins from \( \text{SET}_{154} \) and derived a solution of maximal stability (VND_2) by using the \( C_a \) definition at \( R_c = 8.5 \text{ Å} \). We also derived a solution of maximal stability (VND_3) by using the all atoms definition and \( R_c = 4.5 \text{ Å} \). Next, we extracted a subset of 100 proteins from \( \text{SET}_{456} \) and by using the \( C_a \) definition and \( R_c = 8.5 \text{ Å} \) obtained an ensemble of decoys for each by gapless threading. Fold identification results are given in Table III. Then the native maps and decoys were also obtained using the all atoms definition of contact with \( R_c = 4.5 \text{ Å} \) on the same test set. The results for these decoys are given in Table IV.

It is possible to make some observations on these results, a few of which are rather surprising.

1. The all atoms definition of contact gives rise to better performance overall than the \( C_a \) definition.
2. VND_3, which was optimized for a \( C_a \) definition, gives better results when used with an all atoms definition. Moreover, VND_1, which was optimized for an all atom definition, misclassifies less decoys than VND_3, even when tested on maps and decoys that were derived with a \( C_a \) definition.
3. The number of proteins in the training set influences the results; VND_1, which was trained on a larger set, performs better than VND_2.

### Table III. Results of the Gapless Threading Fold Recognition Experiment

<table>
<thead>
<tr>
<th>Potential</th>
<th>Misclassified proteins (%)</th>
<th>Misclassified decoys (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VND_1</td>
<td>48</td>
<td>14,228 (2.1)</td>
</tr>
<tr>
<td>VND_2</td>
<td>53</td>
<td>26,491 (3.9)</td>
</tr>
<tr>
<td>VND_3</td>
<td>33</td>
<td>16,097 (2.4)</td>
</tr>
<tr>
<td>HL</td>
<td>51</td>
<td>33,632 (4.9)</td>
</tr>
<tr>
<td>MD</td>
<td>42</td>
<td>19,313 (2.8)</td>
</tr>
<tr>
<td>MS</td>
<td>55</td>
<td>33,615 (4.9)</td>
</tr>
<tr>
<td>MJ</td>
<td>90</td>
<td>87,318 (12.7)</td>
</tr>
<tr>
<td>S</td>
<td>67</td>
<td>78,432 (11.5)</td>
</tr>
<tr>
<td>TD</td>
<td>32</td>
<td>27,415 (4.0)</td>
</tr>
</tbody>
</table>

### Table IV. Results of the Gapless Threading Fold Recognition Experiment†

<table>
<thead>
<tr>
<th>Potential</th>
<th>Misclassified proteins (%)</th>
<th>Misclassified decoys (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VND_1</td>
<td>5</td>
<td>43 (0.6)</td>
</tr>
<tr>
<td>VND_2</td>
<td>5</td>
<td>553 (8.1)</td>
</tr>
<tr>
<td>VND_3</td>
<td>12</td>
<td>6,205 (90.8)</td>
</tr>
<tr>
<td>HL</td>
<td>8</td>
<td>2,364 (33.1)</td>
</tr>
<tr>
<td>MD</td>
<td>4</td>
<td>1,502 (22.8)</td>
</tr>
<tr>
<td>MS</td>
<td>4</td>
<td>1,804 (26.4)</td>
</tr>
<tr>
<td>MJ</td>
<td>32</td>
<td>32,838 (473.8)</td>
</tr>
<tr>
<td>S</td>
<td>11</td>
<td>15,538 (227.4)</td>
</tr>
<tr>
<td>TD</td>
<td>9</td>
<td>17,981 (263.1)</td>
</tr>
</tbody>
</table>

†All atoms definition of contact, \( R_c = 8.5 \text{ Å} \). Last column is the number of misclassified decoys per ten thousand.

In the present study we do not attempt to explain why the \( C_a \) definition has worse performance than the all atom definition. Possible directions are to investigate statistics on amino acids pairs, information carried by amino acid pairs and correlation functions of pairwise contacts. Here we give only an indication, based on the distribution of the vectors of decoys. We computed the vector of the center of mass of all the decoys obtained from \( \text{SET}_{154} \) for both the \( C_a \) and for the all atoms definitions. We then considered the angle \( \tau \) between the center of mass vector \( \mathbf{x}_{cm} \) and the vector \( \mathbf{x}_p \) of each decoy (therefore \( \cos \tau = \mathbf{x}_{cm} \cdot \mathbf{x}_p \)). In Figure 3 we show the histogram of the number of decoys with a given \( \cos \tau \) for both definitions. The distribution for the \( C_a \) definition has a peak that is closer to zero than the distribution for the all atoms definition. The \( C_a \) decoys are on average “more orthogonal” to the center of mass than the all atoms decoys. Moreover, there is a longer negative tail for the \( C_a \) decoys. We argue that the vectors of the \( C_a \) decoys are more spread in the 210 dimensional space of examples. Hence, the problem is less likely to be linearly separable. The analysis of the covariance matrix of the set of decoys is consistent with this picture and reveals that the largest eigenvalue is larger for the \( C_a \) case than for the all atoms one.

Which decoys are more challenging? It is instructive to consider the overlap \( Q \) between the contact map of the native state and of the decoys, which is defined as
function should first of all provide such a correlation. Moreover, there is a longer tail extending into the negative side.

\[ Q = \frac{1}{\max(N^e, N^c)} \sum_{k=1}^{N} S_k^e S_k^c \]  

where \( N \) is the length of protein, and \( N^e \) and \( N^c \) are the number of contacts in \( S^e \) and \( S^c \), respectively. We considered, for the \( C_\alpha \) definition and \( R_c = 8.5 \) Å, two sets of proteins. The first, of 123 proteins, is learnable and the second, of 141 proteins, is unlearnable. First, for each decoy we calculated, using VND1 as initial weights, the energy difference \( \Delta E \) with the native state and the overlap \( Q \). In Figure 4a and b we present scatter plots of \( \Delta E \) on \( Q \) for our decoys. The first question we asked is whether decoys of high overlap are the more challenging ones. To answer this question we repeated the learning procedure by considering only decoys with \( Q < Q_c \), where \( Q_c \) is a threshold value for the overlap. The set of 141 proteins was still unlearnable for \( Q_c = 0.6 \). It seems that the “difficult” decoys are spread over the entire range of \( Q \). Including all the decoys in the learning procedure we were able to learn the set of 123 proteins, but not the set of 141 proteins. As shown in Figure 4c, after learning the set of 123 proteins, decoys of low energy are present in the approximate range \( 0.2 < Q < 0.8 \). The important finding is that the unlearnable case is not qualitatively different (see Fig. 4d). Also in this case decoys of low energy are present in the range \( 0.2 < Q < 0.8 \), although now some of them have \( \Delta E < 0 \). The difference is that with the set of 123 proteins there are 805,938 decoys, whereas for the set of 141 proteins, 1,071,753. With 210 energy parameters it is possible to satisfy the smaller set of inequalities but not the larger. Decoys of arbitrary \( Q \) enter in the learning process, and one can argue that the lack of correlation between \( \Delta E \) and \( Q \) is a major cause that renders the problem unlearnable for large enough \( M_p \) and, further, that an improved energy function should first of all provide such a correlation.

**Other definitions of contact**

In this section we explore other definitions of contact. We found that SET\(_{154}\) is unlearnable using the “\( C_\beta \)” definition and the “distant atom” definition. We did not investigate further these two definitions that do not seem to add much phenomenological information.

More interesting is the case of the “all \( C \)” definition. We used subsets extracted from SET\(_{350}\), SET\(_{456}\), and SET\(_{945}\). We determined numerically the extension of the learnable region in the \((R_c, M_p)\) plane in an approximate way, as shown in Figure 5. We proved the existence of a boundary at \( R_c = 4.5 \) Å by showing that a subset of 420 proteins of SET\(_{456}\) is learnable and that SET\(_{945}\) is unlearnable. For \( R_c \) between 4 and 20 Å, the location of the boundary is only tentative.

**Detailed Analysis of a Learnable Case**

In this section we analyze in detail the solutions in a learnable case, SET\(_{154}\) using the all atoms definition and \( R_c = 4.5 \) Å.

**Learning subtasks**

We considered several learning tasks of increasing difficulty. First, we searched for a set \( w \) to stabilize the native fold of a single protein against decoys obtained by threading it onto all the longer proteins in SET\(_{154}\). Next, we investigated whether learning time is affected by the fold family as obtained by the CATH classification. In Table V we present the number of sweeps needed to learn each of the different sets of examples used in this work using the perceptron algorithm (see Materials and Methods). Finally, we learned the full set of 154 proteins. From SET\(_{154}\) we obtained by gapless threading \( P = 2,497,334 \) decoys. This number is doubled with respect to that given by Equation (2) because in this case we also thread backward. We invert the sequence of amino acids of protein \( i \) and thread it again into the structure of protein \( j \). This procedure is valid because in the contact map representation there is no difference between the \( N \)-terminus or the \( C \)-terminus of the protein chain. That is, unlike real protein chains, there is no directionality in the contact map. The difficulty in learning a set of examples can be measured by the number of perceptron iterations needed to learn. This measure is independent of the number of examples and can be used to compare different proteins. Typically, one cycle was sufficient to learn independently any single protein, whereas when all proteins in the database were learned together, on the average 30 cycles were necessary. No clear size dependence is observed; long chains are as easily learned as short ones.

**Learning different classes of protein structure**

In this section we estimate the influence on the derived potential of the protein structures that are included in the training database. We derived three different potentials by using only proteins from one particular CATH class (mainly-\( \alpha \), mainly-\( \beta \), and \( \alpha \)-\( \beta \)). These three potential were then tested on the proteins from the other two classes. Results are summarized in Table VI. For example, the
α-potential, obtained by learning the 42 mainly-α proteins, was tested on 82 proteins of the other two classes. The native fold of 63 of these was identified as the map of lowest energy, and 19 proteins were misclassified. The failure rate of this experiment was close to the one in which the potential was obtained by learning 27 mainly-β proteins. On the other hand, the fraction of misclassified proteins was significantly lower when the α – β potential was tested on the other two classes. We found evidence that learning on proteins that contain both kinds of secondary structure elements yields a potential whose fold recognition capability is better than that of potentials trained on a single kind of secondary structure.

**Statistical analysis of the version space**

The solution to the learning problem is a 210-components vector \( \mathbf{w} \) of pairwise contact energies. In a learnable case the solution is not unique, and the ensemble of solutions forms the “version space.” In this section we study the size and shape of the version space. Fig. 5. Region of learnability of the “all C” definition.
A practical way to save computer time is to select a relevant subset of decoys, as explained in Materials and Methods. In this case an additional step is required. The ensemble of solutions is screened to discard all those that fail to solve the entire training set. We generated a large number of solutions by using different values of ε and of initial weights; the ensemble that we studied and discuss below contains about 100 solutions.

As a first measure of the size of version space we calculated all the scalar products \( w(t) \cdot w(s) \). The histogram of these scalar products, presented in Figure 6, is narrow and centered at 0.96. This indicates that there is not much freedom in choosing the values of the components of the weight vectors; solutions are fairly close to one another. The peak at 1.00 is an artifact of our Monte Carlo procedure. We have verified that the area of this peak decreases for increasing \( \tau \).

To further investigate the shape of version space, we obtained the covariance matrix \( C \) of our ensemble of independent solutions. The element \( C_{ij} \) of the covariance matrix is defined as

\[
C_{ij} = \langle (w_i - \langle w_i \rangle)(w_j - \langle w_j \rangle) \rangle
\]

where \( \langle \cdot \rangle \) denotes the average taken over the ensemble of solutions of the components \( w_i \) and \( w_j \) of the vector of weights. In Figure 7 we present the normalized eigenvalues \( \lambda_1, \lambda_2 \) of the covariance matrix sorted in decreasing size. In all but a few directions, the version space is very tight.

## DISCUSSION

The basic requirement that a free energy function should satisfy is that the native structure has the lowest energy among a set of decoys. In this study we focused our attention to the pairwise contact approximation. We presented a procedure to establish if there is a set of 210 contact energy parameters so that the basic requirement is satisfied for all the proteins in a database, when the decoys are obtained by threading.

The main result presented in this article is that the existence of such a set of energy parameters depends on several factors:

- The definition of contact.
- The assignment of the contact length \( R_c \).
- The number \( M_p \) of proteins that are stabilized together.

In addition to these factors, learning is also influenced by the way in which decoys are obtained. We have shown in a separate publication\(^{30}\) that if decoys are generated by energy minimization, it is not possible to satisfy the basic requirement even for one single protein. In that work\(^{30}\) we used a particular definition of contact, namely when two \( C_{\alpha} \) atoms are closer than \( R_c = 8.5 \text{ Å} \). This particular choice limited the generality of the conclusion of Vendruscolo and Domany\(^{30}\) and motivated the present study.

Here we analyzed several different definitions of contact and several assignment of \( R_c \) for each one. We choose to generate decoys by gapless threading because it is an
efficient way to obtain decoys, but our conclusion is not limited to threading and could only be reinforced by using more refined way to generate decoys, as shown by Vendruscolo and Domany.30

In this article we showed that, no matter which definition of contact and which \( R_c \) are chosen, there is always a maximal number (of the order of a few hundreds) of proteins that can be stabilized together. Is this number large or small? A definite answer is outside the limits of this study. It is small compared with the total number of proteins existing in nature (hundreds of thousands), but it is fairly large compared with the number of representative proteins in the PDB (also of the order of a few hundreds).53

Can we argue from our results that the \( C_\alpha \) representation of the structure is “worse” than the all atoms one? The answer is negative. First, we restate our findings. With the all atoms definition of contact it is possible to accomplish a more demanding learning task and consequently that it is possible to stabilize the proteins in a larger database. We point out, however, that this statement involves both the representation of the structure and the approximation for the energy. We can conclude that the \( C_\alpha \) representation of the structure is worse for the particular choice of the approximation of the energy that we have considered in this work. It is possible that an approximation of the energy beyond the pairwise contact one could capitalize better on the simplicity of the \( C_\alpha \) representation of the structure.

It is important to study in which way protein structures are nonrandom and which representation of the structure is more able to capture such information. The aim is to understand which features of protein structure are more relevant and must be built in in the approximation of the energy. Our study constitutes a first step on this problem, and the precise message that must be taken is that structural and energetic considerations based on amino acid pairs alone are unsuitable for protein folding and for fold recognition.

**MATERIALS AND METHODS**

**Protein Databases**

**First database: SET\(_{154}\)**

The first set (SET\(_{154}\)) of proteins we used is selected from the list of 312 proteins (R-factor < 0.21 and Resolution < 2.0; list created from the PDB on July 23, 1997) as obtained by WHATCHECK,54 which adopts the following criteria\(^{60}\) (a) The keyword MUTANT does not appear in the COMPOUND name; (b) The structure is solved by X-ray crystallography; (c) The resolution is better than 2.0.
(d) The $R$ factor is lower than 0.21; (e) Chains with “abnormal features” were excluded; (f) No more than 749 or less than 32 amino acids; (g) No more than 30% sequence identity; (h) No more than 1 chain break; (i) No more than two C$_\alpha$-only residues. This list was further reduced to 154 proteins, by removing proteins according to the following criteria:

- $C_n$ distance between consecutive residues outside the interval of 4 SD $\pm$ from the mean $d$ ($d = 3.81$, $\pm = 0.05$). In this way we remove the chains with CIS-peptide bonds (including cis-PRO) or backbone chain breaks.
- Any residue (ASX, GLX, UNK, ACE, PCA, etc.) that does not match the 20 standard amino acid names (in the case where the first and/or last residues are undefined, the residues were removed, not the protein).
- Any chain for which the C$_\alpha$ or the backbone-N atoms’ coordinates are not present.
- Any unexplained mismatch between the sequence of amino acids presented in SEQRES and the actual sequence appearing in the coordinates section.
- In case of multiple locations of amino acids we keep the protein and consider only the location for which altloc = “A.”

The three-letter PDB code (with a chain identifier where existent) as well as the CATH classification of the 154 protein chains of the set are presented in Table VII.

To get a representative database of protein structures, the structural similarity among the proteins that are included must be as small as possible. We followed the commonly used practice, excluding proteins whose sequence identity with any one of the set’s members exceeds some threshold. To keep track of the degree of remaining structural similarity, we made a note of the CATH classification of protein domains. For the 126 chains of SET$_{154}$ that have a CATH code, comparison of the first domain shows that the proteins of SET$_{154}$ belong to one of 21 groups, with at least two proteins in each group, for which the CATH classification codes are identical. These 21 groups comprise a total of 49 chains. Hence, 28 chains could in principle be removed, leaving only one representative from each group. The 21 groups are the following: {1abe, 1gca, 1gd1, 1tad, 1pr, 1iaa, 2dri}; {1flp, 1mbd, 2gdm, 2hbg}; {1pot, 1sbp, 2abh}; {1arb, 1hyl, 1ida, 1ifc, 1lid}; {1mba, 1thb}; {1tgs I, 9wga A}; {1wad, 2cy3}; {1atl A, 1iae}; {1bbh A, 1chb, 1cpq, 1lis, 1mzm, 1poa, 1vls, 1htr}; {1bdo, 1sr, 1tsm}. This structural analysis was performed by comparing only the first domain of each protein chain; some proteins may have other domains that were not taken into account.

### Table VII. Database of the 154 Protein Structures of SET$_{154}$ With Their CATH Class Classification (Orengo et al., 1997)

<table>
<thead>
<tr>
<th>CATH class</th>
<th>Total</th>
<th>PDB code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mainly $\alpha$-helix</td>
<td>42</td>
<td>1351, 1531, 1aru, 1axn, 1mba A, 1cot, 1ce A, 1ce B, 1ceh, 1et, 1hf, 1hy, 1mb, 1mdb, 1osa, 1pk A, 1ro, 1th A, 1xik A, 1ycc, 2abk, 2cyp, 2ed, 2gd, 2hbg, 2wpr B, 3sdh A, 451c, 4icb, 256b A, 2cyc A, 2epc A, 1bbb A, 1cpr, 1lms, 1poa, 1vls, 1htr, 1ita C, 1rop A, 1lmb 3.</td>
</tr>
<tr>
<td>Mainly $\beta$-sheet</td>
<td>27</td>
<td>1ext A, 3exb, 1eka A, 1ova A, 1arb, 1hbg, 1hyl A, 1ida A, 1fc, 1lid, 4fgf, 1kap P, 1hop A, 1pmr, 1qvb, 2eql, 2por, 1amn, 1bdo, 1stl A, 1ten, 1ita A, 2hbe, 1gpr, 1xso A, 2aza A, 2bbk L.</td>
</tr>
<tr>
<td>$\alpha$-$\beta$</td>
<td>56</td>
<td>1any A, 1brn L, 1ryo, 1bso, 1fkg, 1frd, 1hp, 1hgl, 1aml, 1ite, 1ubi, 1frf, 1hmg, 1nl, 1ph 1, 2mnr, 1bhp, 1bwr S, 1ese I, 1dka A, 1fxd, 1iro, 1kpt A, 1npk, 1otf A, 1ptf, 1px, 1pu, 1qgs I, 1teo A, 2chs A, 2nll A, 2phy, 2q1, 3cla, 1pot, 1ref, 9wga A, 1abe, 1atla A, 1eux, 1dad, 1gea, 1gd1 O, 1iae, 1lkk A, 1marj, 1pdo, 1hbb, 1fda A, 2bbh, 2dri, 5p21, 1reg X, 1wad, 2cry.</td>
</tr>
<tr>
<td>Few secondary structure</td>
<td>2</td>
<td>2psa A, 2lt B.</td>
</tr>
<tr>
<td>Not classified</td>
<td>27</td>
<td>1beb A, 1cei, 1cyd A, 1idu A, 1dxy, 1edm B, 1lpt A, 1pe, 1fle I, 1gnd, 1hrd A, 1kuh, 1kve A, 1kve B, 1lbu, 1mai, 1nox, 1onr A, 1pmi, 1rie, 1fle, 1whi, 1yua A, 2arc A, 2cyp, 2mbr, 2as A.</td>
</tr>
</tbody>
</table>

*The last row presents the entries which were not classified on CATH or were still under processing.*
Because two different protein chains might have similar structures on their first domains but have completely different structures on other domains, it is questionable whether in such a case one should classify the two chains as similar (as we do here). With this caveat we can say that 28 chains have an “important level” of structural similarity with the remaining 21 chains that represent each group.

With this list we generated $P = 1,248,667$ decoys.

Second database: SET197

We chose a second, larger set of proteins (SET197) according to the Obstruct criteria. The list has 197 entries taken from the 203 of Obstruct Prerun 3, which is compiled considering proteins with <25% sequence similarity. We further restricted this list by the additional criteria listed above and removing all proteins of length $N < 46$. With this list we generated $P = 2,467,150$ decoys.

Third database: SET350

The third set of proteins (SET350) was again chosen according to the Obstruct criteria. The list has 350 entries taken from the 455 of Obstruct Prerun 7, which is compiled considering proteins with <40% sequence similarity. We restricted this list by the additional criteria listed above and removing all proteins of length $N < 46$. With this list we generated $P = 6,719,783$ decoys.

Fourth database: SET456

The fourth set of proteins (SET456) contains 456 proteins, selected from the WHATIF database with 478 PDB chains, created from the PDB on April 17, 1998 again by removing proteins of length $N < 46$. With this list we generated $P = 15,112,792$ decoys.

Fifth database: SET945

Our largest set of proteins, (SET945) contains the 945 representative protein chains listed in the most recent release of PDB_SELECT (the list can be downloaded from ftp://ftp.embl-heidelberg.de/pub/databases/protein_extras/pdb_select/recent_pdb_select/).

We refer to the original paper of Hobohm and Sander for the detailed criteria of selection. (The detailed lists of all the protein used are available from the authors on request.)

The Perceptron Learning Algorithm

The perceptron is the simplest neural network. In this section we give a practical notion of what a perceptron is and how it works. For more exhaustive treatments, we refer to existing excellent reviews about the vast literature on the statistical mechanics of perceptron learning.

A perceptron is an algorithm that associates a binary output (answer) to any input (“example”) that is presented. Hence, the perceptron is a binary classifier that assigns every possible input to one of two classes. The example is in the form of an $n$-component vector, $\mathbf{x}$, whose components quantify in mathematical terms qualities of the object to be classified. The value of the answer produced for a given example depends on the parameters (weights) of the perceptron. The weights (sometimes referred to as synapses) are the components of another vector, $\mathbf{w}$. The output $f$, corresponding to $\mathbf{x}$, depends on $h$, the scalar product between $\mathbf{x}$ and $\mathbf{w}$.

$$h = \mathbf{x} \cdot \mathbf{w} = \sum_{i=1}^{n} x_i w_i$$

and is given by

$$f(h) = \begin{cases} 1 & \text{if } h \geq 0 \\ 0 & \text{if } h < 0 \end{cases}$$

A typical problem that can be solved by using a perceptron is to find a set of weights $\mathbf{w}$ from the knowledge of the correct output for each one of the $P$ examples in a given set (the “training set”). When a vector $\mathbf{w}$ exists, the problem is said to be “linearly separable.” In geometrical terms, the goal is to find a $(n - 1)$-dimensional hyperplane (whose normal is the $n$-components weight vector) that separates the examples (points in this hyperspace) into two subspaces, so that each subspace contains only examples that give rise to the same output. This is shown in two dimensions in Figure 8, where the different circles denote the different examples, to be classified according to their “color.” Any weight vector that lies between the vectors $\mathbf{u}$ and $\mathbf{v}$ is a solution. In the case of presenting only one kind of examples, which is the case considered in this
work, the desired hyperplane is such that all examples are located on one side.

Such solutions are determined in the course of a learning session; examples from the training set are presented sequentially and each time the perceptron produces an output by using Equations (9) and (10), it is compared to the known correct answer. In case of agreement we move on to the next example; otherwise, the weights are changed to correct the mistake. (In general the output \( f(h) \) could be any real number but in a boolean perceptron, to classify an example this real number must be mapped onto a binary value, for example, by using \( f(h) = \text{sign}(h) \).) We cycle through the training set again and again. To update the weights, we use here the simplest perceptron learning rule,

\[
\begin{align*}
\mathbf{w}^{\text{new}} &= \begin{cases} 
(w_i + \eta x_i) / |w_i + \eta x_i| & \text{if } h \geq 0 \\
 w_i & \text{if } h < 0
\end{cases} 
\end{align*}
\tag{11}
\]

or in short, \( \mathbf{w}^{\text{new}} = \mathbf{w} + \eta \mathbf{x} \) where \( \eta \) is an arbitrary parameter. In the case of existence of a solution a convergence theorem guarantees that in a finite number of training steps the perceptron will find it.\(^6\)\(^4\) Such a solution will be reached irrespective of the value of \( \eta \) and of the way in which the weight vector is initialized. In general, for different initializations the perceptron reaches different points in the space of solutions (called the version space). The perceptron learning rule generates a walk in the space of weight vectors, with a bias in the direction of the version space. As soon as this walk penetrates version space, the learning procedure usually terminates at a solution that lies near the boundary of version space. In the example of Figure 8, these boundaries are defined by the vectors \( \mathbf{u} \) and \( \mathbf{v} \). If the set of examples is not linearly separable, there is no solution to the learning problem; such a training set is unlearnable. In the geometrical picture of Figure 8 this means that the circles of different color are mixed in such a way that no straight line can separate them. In such a case the perceptron learning algorithm described above will keep running indefinitely.

Equation (5) can be expressed as

\[
\mathbf{w} \cdot \mathbf{x}_a > 0. \tag{12}
\]

To see this, note that for any map \( \mathbf{S}_a \) the energy Equation (4) is a linear function of the 210 contact energies that can appear and it can be written as

\[
E(\mathbf{A}, \mathbf{S}_a, \mathbf{w}) = \sum_{c=1}^{210} N_c(\mathbf{S}_a)w_c. \tag{13}
\]

Here the index \( c = 1, 2, \ldots 210 \) labels the different contacts that can appear and \( N_c(\mathbf{S}_a) \) is the total number of contacts of type \( c \) that actually appear in map \( \mathbf{S}_a \). The difference between the energy of this map and the native one is therefore

\[
\Delta E_a = \sum_{c=1}^{210} x'_c w_c = \mathbf{w} \cdot \mathbf{x}_a \tag{14}
\]

where we used the notation

\[
x'_c = N_c(\mathbf{S}_a) - N_c(\mathbf{S}_b) \tag{15}
\]

and \( \mathbf{S}_b \) is the native map. We denote the normalization factor of the vector \( \mathbf{x} \) by

\[
X_a = \sum_{c=1}^{210} (x'_c)^2 \tag{16}
\]

and from here on we set \( x'_c = [N_c(\mathbf{S}_a) - N_c(\mathbf{S}_b)]X_a^{1/2} \) so that both \( \mathbf{x} \) and \( \mathbf{w} \) are normalized to 1.

**The Nabutovsky-Domany algorithm**

In this section we present the algorithm we used, based on the one introduced by Nabutovsky and Domany.\(^6\)\(^5\) The main advantage of this algorithm is that it allows to rigorously prove the absence of a solution in case of a unlearnable task.

Each candidate map \( \mathbf{S}_a \) is represented by a vector \( \mathbf{x}_a \), and hence the question raised in the introduction becomes whether one can find a vector \( \mathbf{w} \) so that condition (12) holds for all \( \mathbf{x}_a \)?

We take a learning step when

\[
h_a = \mathbf{w} \cdot \mathbf{x}_a < 0. \tag{17}
\]

The learning step consists of updating \( \mathbf{w} \) according to Equation (11) and \( \eta \) and \( d \) in the following way:

\[
d^{\text{new}} = \frac{d + \eta}{\sqrt{1 + 2\eta h_a + \eta}} \tag{18}
\]

where

\[
\eta = -h_a + 1/d \tag{19}
\]

and the initial value of \( d \) is set to 1. The training session can terminate with only two possible outcomes. Either a solution is found (that is, no pattern that violates condition Eq. (17) is found in a cycle), or unlearnability is detected. The problem is unlearnable if the despair parameter \( d \) exceeds a critical threshold

\[
d > d_c = \sqrt{n[2X_{\text{max}}]^{1/2}} \tag{20}
\]

where \( X_{\text{max}} \) is the maximal value of the normalization factors (see Eq. 16) and \( n = 210 \) is the number of components of \( \mathbf{w} \). This value of \( d_c \) is easily derived for examples of the type of Equation (15) by using the same method as given Nabutovsky and Domany.\(^6\)\(^5\)

**Maximal stability algorithm**

Among all the possible solutions \( \mathbf{w} \) we can single out one of special significance, that of maximal stability. This is the point that lies deepest in version space, i.e., its distance to the closest boundary is maximal. In the example of Figure 8, the solution of maximal stability is in the direction of \( \mathbf{u} + \mathbf{v} \). For any solution \( \mathbf{w} \) there is a particular example \( \mathbf{x} \), which has the minimal scalar
product \( h_v = \min_{\mu} w \cdot x_{\mu} \) among all possible \( x_{\mu} \). The problem is to find the vector \( w^* \) so that

\[
h^* = \max_{w} \min_{\mu} h_{\mu}
\]

is maximal for \( w \) taken in the version space.

We use a modified version of the minover algorithm,\(^6\) which is one of several that was proved to converge to the maximal stability solution when the set of examples is linearly separable. The algorithm consists of three modules: initialization, learning loop, and stop procedure. The initialization consists of:

- At \( t = 0 \), initialize a weight vector \( w(0) \) (for example, one can use a particular solution obtained beforehand).
- Find \( h_{\mu}(0) \) and \( x_{\mu}(0) \).
- Set \( h^* = h_{\mu}(0) \).
- Use the example \( x_{\mu} \) to update \( w(0) \): 
  
  \[
  w(1) = (w(0) + \eta x_{\mu}(0)) / |w(0) + \eta x_{\mu}(0)| ,
  \]

  where \( \eta \) is an independent parameter.

At time \( t \) of the learning loop the following steps are taken:

- Find \( x_{\mu}(t) \) and \( h_{\mu}(t) \).
- Set \( w(t + 1) = (w(t) + \eta x_{\mu}(t)) / |w(t) + \eta x_{\mu}(t)| \).
- If \( h_{\mu}(t) > h^* \), set \( h^* = h_{\mu}(t) \) and \( w^* = w(t + 1) \).

The field \( h^* \) asymptotes to a limiting value, and we use the condition \( |h_{\mu}(t) - h^*| < \epsilon \) to stop the algorithm, where \( \epsilon \) is a given parameter (typically \( \epsilon = 0.001 \)).

**Selection of a relevant subset of decoys**

In a typical threading experiment discussed in this work we have to deal with millions of decoys. Not all of them are relevant for the learning process. During a learning session one can count how many times each example violates the inequality (Eq. 12), thus entering in the learning process. We found that only a small fraction of decoys is used in a learning session (typically, a few percent of the total). These decoys are referred to as *low-energy decoys*. This name is justified by the following picture. The version space is a connected region in parameter space that shrinks to zero volume in unlearnable cases. If a problem is nontrivially learnable, one can still assume that in some sense this region is “small.” The meaning of this is that if one uses two points in version space to rank the energy of all the decoys, the two rankings do not differ dramatically. In this sense, a low-energy decoy is of low energy in all the version space. From the computational point of view, it is much more convenient to consider only low-energy decoys. We present in detail the selection procedure.

1. Say that we have a set of \( M_p \) proteins. For each protein \( i (i = 1, \ldots, M_p) \), we use all the longer proteins in the database as templates to generate decoys. We use some existing set of energy parameters to rank the decoys according to their energy.
2. For each protein \( i \), we select all the \( p_i \) decoys that violate inequality (Eq. 12) plus other \( q_i \) of lowest energy (typically \( q_i = 1.000 \)).
3. We subunit the subset of \( P = \sum M_p p_i + q_i \) decoys collected in this way to the learning procedure. If this subset is unlearnable, we proved that also the entire set is unlearnable. If this subset is learnable, we use the solution to reclassify the entire set. If we find no violations of the inequality (Eq. 12) (which is typically the case if \( q_i \) is not too small) we found a solution for the entire set.

**ACKNOWLEDGMENTS**

We are grateful to Ron Elber for discussing with us a similar approach, based on Equation 5 (unpublished), and to Ido Kanter and Gaddy Getz for discussions.

**REFERENCES**